
⚫ SAEAs are an effective approach to addressing expensive optimization problems (EOPs)

➢ Function evaluations (FEs) in EOPs are computationally or financially expensive

➢ SAEAs estimate a promising solution among candidates by assessing their quality with surrogates

➢ Surrogates usually approximate the objective functions

Gaussian Process (GP), Radial Basis Function Network (RBFN), etc. …

⚫ Modern SAEAs alternates global and local search phases ⚫ Many SAEAs set a small 

number of generations 𝝎 [Cai+ 19]

Since the differentiation calculation is a linear operation, 

if the process is mean-square differentiable,
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→ Gradient-based searches can be applied!!
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An expected gradient-based intensive search succeeded in improving the performance of SAEA.
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Possible reasons

• to reduce the runtime

• to prevent solutions from being 

guided to the wrong region
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